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Approximate expressions for the invariants of motion of charged
plasma particles in a stellarator are obtained in two cases: for the
passing particles and the particles that always remain trapped
by the dominant Fourier harmonic of the magnetic field. In
the derivation, the Littlejohn’s method of Lie transformations
in non-canonical coordinates for Hamiltonian systems is used. The
invariants obtained describe the motion of the guiding center of
a particle in the absence of collisions. They can be utilized for
finding the fast ion orbits and writing the drift kinetic equation.
Expressions for the particle motion along the orbits, which are
required to analyze the resonances between energetic particles
and waves, are obtained as well.

1. Introduction

Recently, more and more attention in thermonuclear
research is focusing on stellarators — magnetic
confinement devices which have a toroidal magnetic
field topology like tokamaks but, unlike tokamaks,
have complex helical shape. The principal advantage of
stellarators over tokamaks is that the necessary topology
of the magnetic field is created without a toroidal plasma
current. This simplifies, on the one hand, the task
of designing a steady-state reactor and helps, on the
other hand, to combat the instabilities arising from the
toroidal plasma current, including the very dangerous
crash instability.

The analysis of fast (non-thermal) ions in the device
and ensuring the necessary properties of their motion
is one of the most important problems in the design of
reactor systems. Fast ions are created when the plasma is
heated by neutral beam injection or high-frequency radio
power and as the products of thermonuclear reactions.
The parameters of a plasma in the largest existing
stellarators (and in future reactors) are such that one
may ignore collisions in many cases when describing
the motion of fast ions and assume that the motion is
Hamiltonian. However, because of the compex geometry
of stellarators, the motion of charged particles in these
devices is very complicated and, generally speaking, not
integrable.

The use of adiabatic invariants is an effective means
of the analysis of Hamiltonian systems. It is well
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known [1] that the existence of adiabatic invariants in a
system is connected with the approximate periodicity of
its motion, which can be interpreted as the existence of
an approximate symmetry in the system. In particular,
the motion of particles trapped in the local minima of the
stellarator’s magnetic field (“locally trapped particles”)
is described by the well-known longitudinal adiabatic
invariant [2]

1
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where ds is the linear element, M is the particle’s mass,
v is its parallel velocity, and the integral is taken
along a field line between the particle’s bounce points
(it seems that nobody knows when and by whom was
this invariant originally proposed; the earliest papers
to utilize it concerned the motion of charged particles
in Earth’s radiation belts). Therefore, the approximate
cycle of the system’s motion in this case is the motion
of a particle along the field line between bounce points
(“bounce motion”), and the validity condition consists in
the smallness of the particle’s deviation from the field
line in one bounce time, which places a certain limit
on the particle’s energy. A different adiabatic invariant
for the particle motion in stellarators, which is also
applicable to locally passing particles (e.g., the particles
which have a sufficient parallel velocity to pass some
local minima of the magnetic field along their trajectory)
was proposed in [3]:

1
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where e is the particle’s charge, ¢ is the toroidal angle,
B is the magnetic field strength and By is its toroidal
covariant component, N is the number of periods in
the stellarator, 1, is the poloidal magnetic flux, o =
sgn(v)) for passing particles, and o = 0 for trapped
particles. The approximate cycle of motion, along which
the integral is taken in invariant (2), is a piece of the
line 8 = const (where @ is the poloidal angle) on the
magnetic surface; the length of this line is one period of
the device for a passing particle and the distance between
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bounce points for a trapped particle. This means that,
in addition to the particle’s drift excursion from the field
line, the particle’s f excursion must be small in order for
invariant (2) to be applicable, which yields the condition
t/N < 1, where ¢ is the rotational transform.

The goal of this work is to obtain other adiabatic
invariants for the drift particle motion in a stellarator.
Unlike invariants (1) and (2), we take a two-dimensional
manifold in phase space as the approximate cycle — the
drift surface, upon which the trajectory of a particle
would lie in a simplified magnetic field. After this, the
difference between the real and the simplified magnetic
field is treated as a perturbation, and corrections for the
phase-space coordinates which renew the symmetry of
the perturbed system are found. The invariants arising
from this symmetry are the new adiabatic invariants.
The factors which can break the adiabaticity of motion
and can limit the applicability of the invarints will
be discussed below. The advantage of these invariants
is the absence of the above-mentioned limitations on
the particle energy and ¢. Moreover, unlike invariants
(1) and (2), which characterize the particle’s bounce-
averaged motion, the new invariants also take into
account the drift motion of a particle within one bounce.
This is important, in particular, for the analysis of
Alfvén instabilities driven by fast particles.

To calculate the adiabatic invariants, we will use a
variant of Hamiltonian perturbation theory developed
by Littlejohn in [4]. Littlejohn describes the Hamiltonian
system formally with a phase space Lagrangian, which
is linear in the time derivatives. The spatial coordinates
and the momenta are considered to be independent
variables and are varied separately. The Euler—
Lagrange equations for this Lagrangian yield the usual
Hamilton’s equations. The advantage of this approach
is the simplification of perturbation calculations and
of working with noncanonical coordinates. It is very
convenient for our problem, because the perturbation
of the magnetic field changes the symplectic structure
of the phase space, and the canonical variables of
the original system will not, in general, be canonical
in the perturbed system and vice versa. Following
Arnold [6] and Littlejohn [4], we will use the
differential-geometric formalism for our calculations,
but the main results will be derived in coordinate
form.

In this work, we limit ourselves to two cases: the
particles which always stay locally passing and the
particles which always stay locally trapped (see, e.g., the
discussion of the types of particle orbits in a stellarator
in [7]). Here, we do not treat the transitioning particles
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which switch between the locally passing and locally
trapped states.

2. Model

We will assume that the configuration has closed
magnetic surfaces and will use the so-called Boozer
(magnetic) coordinates (X%, X? X?¢) = (1,6, ¢), where
1 is a magnetic surface label (toroidal flux through the
surface divided by 27), 6 and ¢ are the poloidal and
toroidal angular variables, respectively [8]. The angular
variables in these coordinates are chosen in such a way
that the lines of the magnetic field are “straight” (that
is, df/d¢ = 1(v))), and the magnetic field has the form

B= Loyt We, = By(s.0.0)ve+

V9 v

+Bs(¥)VO + By (¢) V9, (3)

where ¢ is the determinant of the metric tensor, lower
indices denote respective covariant components, and e;,
i =1,0, ¢, are the covariant unit vectors. In the Boozer
coordinates, the vector potential can be written as

¥
A¢, = O, Ag = 1,/}, A¢ = —@DP = —/de. (4)
0

It is worth noting that, although the use of the
Boozer coordinates implies the existence of nested
magnetic surfaces, the asymmetry of the magnetic
field breaks, in reality, some rational surfaces and
creates island chains. But since it is essential for good
confinement that the islands are narrow, the use of the
Boozer coordinates is justified.

We will suppose that the gyrofrequency is much
larger than the other characteristic frequencies in the
system and use the guiding center approximation. For
our combined Hamiltonian-Lagrangian formalism, the
best variant of the guiding center approximation is the
one developed in [5], because we will have a Hamiltonian
system in every order, and the dynamical variables
satisfy relations like u = Mwv,2/(2B) to all orders
exactly. The guiding-center Lagrangian (L) is given to
the first order in drifts by the equation
MUH
—g.

M

y = ZA X — Kdt + dX, (5)

where the l-form ~ = Ldt is referred to as the
Poincaré—Cartan’s integral invariant in [6] and the
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Lagrangian differential form in [4]; X = (X%, X?, X?),
the kinetic energy K, the magnetic moment p, and the
gyrophase © are treated as phase space coordinates;
v = £+/(2/M)(K — puB) is the parallel velocity; M and
e are the particle’s mass and charge, respectively. In this
expression, the last term contains the first-order drifts.

Since we intend to apply perturbation theory, we
will separate the terms in B into a part By which has
some symmetry in the Boozer coordinates and which
will be treated as the “non-perturbed” field, and the
“perturbation” B = B — By. We will also assume that
the term in By in (5) is small and can be treated as
a perturbation. Then form (5) splits into a term which
describes an integrable system and a term which breaks
the symmetry (“perturbation”). Since the motions of
trapped and passing particles are different, the split will
be different in these two cases.

As the “full” B will not be necessary any more, we
drop the subscript 0 and assume in v, wp, etc. that B
equals By.

We also assume that the magnetic field satisfies the
inequalities
A de AdB

7@<<1, Bdv <1, ByA < By, By, (6)
where A is the characteristic change of v along the
particle orbit. Specifically, in optimized stellarators of
the Wendelstein line, where the shear of magnetic field
is very weak, (tb,/t)de/dy) < 1 (1, is the value of ¥
at the plasma edge), these conditions hold even for very
wide orbits (A ~ 1,).

3. Passing Particles

First, we consider the passing particles. For them, none
of the harmonics is large enough to limit the motion,
so we will treat all of them as a perturbation. Then
B = B, where B is the average magnetic field on the
axis. Separate those terms in the full Lagrangian (5)
which are of the zeroth order in the magnetic field:

M
v = S(XPAX? — [dX?) — Kdt + —Spde+
C e

M
+#(Bgdxe + BydX?), (7)

where I = fow vdip.
This Lagrangian is obviously already converted to
the action-angle form, with the actions being £X Y4

M’U” e M’UH
B Bg, —EI+ ?

By and p, and the conjugate angles
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— 0, ¢, and O, respectively. We will not consider
the evolution of the gyrophase and treat the magnetic
moment as a parameter. Denoting the actions as Iy and
Iy, we use the Lagrangian

v = IpdX? + I4,dX? — Kdt (8)

as the basis to determine a movement (transformation)
of the coordinates which would convert the sum of the
unperturbed Lagrangian « and the perturbation

5= Mg axv
B P
B 2K — uB )
—= " (BpdX? + B,dX? 9

to the form of the original unperturbed Lagrangian.
As noted in [4], the generator vector field of such a
transformation H may be determined from the equation

y=~v+7+dvy(H) —dS, (10)

where S is an unknown scalar (analogous to the
generating function in Hamiltonian formalism).

We will look for a transformation which will only
modify the coordinates. This will give us at once
the orbits of particles in the perturbed field: the
“perturbation-corrected” coordinate functions in the
phase space are determined through the unperturbed
coordinates from the equation

Xy = X, + H(X,). (11)

Therefore, in the perturbed field, the integral of motion
equivalent to ¢ will be the function ¥ 4+ Hy. A simple
calculation yields

v 2K —uB

V=t Ak —ouB

EW” mB¢+nt imO—ing
oy B e

mL—mn

(12)

m,n

for Hy. The corrections Hy and Hp to the angular
variables may be determined from (10). Since the
canonical angles increase linearly in time, these
corrections allow one to describe the time dependence of
Boozer’s angles. This is important in determining wave-
particle resonances. The expressions for Hy and Hy are
rather bulky; therefore, they are given in the Appendix.
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4. Trapped Particles

Consider now a particle trapped by a particular
harmonic of the magnetic field B, = Bjygn, cos(mod —
nop). We cannot consider this harmonic to be a
perturbation; therefore, we will put it into the
unperturbed field. Let 67 = mgf — np¢ and ¢; =
nof + mo¢p be new angular variables which are more

convenient. Because of this ansatz, B = B + B, is a
function only of ;.

Equation (5) will now be
v = ( Ay, + BH 91>dX91+

Mwv

n <€A¢1 + 13”B¢1> dxX® — Kdt, (13)

c
whence we have at once the action

e My,

IL=-A B 14
2= Aot 5 Do (14)

(below, we drop subscripts 1 in 6 and ¢).
The further analytic advancement is possible through
the expansion
e e M
~-A —AL (Y — —B, 15
c ¢|w:wb+c ¢>(1/J ¥p) + B ® (15)
which stands in stellarators even for fairly large §¢ ~ 1.
As usual, the action I is found by integration over the
angular variable:

BgA!, — BoAl, [ Muv, db
o~ 20l 70 9% 22 (16)
27 B Arb
Neglecting the angle dependence of B in the
denominator, we obtain
ByA!, — By A Mujmax
Il’ri‘ﬁ o ¢ i) UH X
27 B
8 2
¢
where UHQ = vumaxg,%_Q(,%2 — sin? g), K and E are

complete elliptic integrals of the first and second kinds,
respectively, and k? = (uB + uBmon, — K)/ (21 Bmgn, )-
For the conjugate angle variable &1, we have

kL sing =sn <2K 51) =sné, (18)
2 us
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and the parallel velocity v = v)max cn§, where sn and
cn are the elliptic sine and cosine. The conjugate angle £
to the action I is the angle ¢ with a periodical correction
x determined from

ox 2cK Aj
— = . 19
Tl Lk (19)

Consider now the perturbed field. Decomposing ~
in components by the coordinate 1-forms ~; = F;dX?,
substituting into (10), and collecting terms, we obtain
the system

dS OB OB
It ity = NIy = (31
ot (8% o ) ’
95 _ e 0L
oK oK’
95 & A2 & 90
oy diy oy’
a8 oI
_ Hl/Jb 1 F .
3 ay | °
a8 dl,
=H" = 4 F,. 20
%, oy I (20)

Fourier-transforming in the canonical angles & and &
and excluding S from (20), we obtain the equation

Hwb _ _ mFE2(mn) B nF€1 (mn)
(mn) ) PR TR
dipy Oy

(21)

where (m,n) are the Fourier harmonic numbers in the
canonical angles & and &5, respectively. For the needed
components of the perturbation F;, we have

B MUHmax 00 6(;5 ~
Fe = B2 <B 3§ + By 3§1> Bcné,
B MUHmax 89 8¢

For strongly trapped particles (k < 1), expression
(21) can be reduced to the form

wb vaax E,u,n . .
op A Z B exp(im&; — in&a) X

¢ pmin

HY =
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1By — n(2By 1 B) (" Ty — JL)

z(mwy — nwyp)

: (23)

where 11 = Ay/Ay, © = £(2p + 1n), the m-th order
Bessel function J,, and it’s derivative .J|, are taken at
x, and

mé& — n&s ~ marcsin(0/2k) — n(¢ + 1160/2).

Using Eq. (15) to express 1 as a function of ¢, we
deduce that K, u, and

v By

HYv
‘*’BOA/¢ +

Uy =y + HY =9 + (24)

will be the integrals of motion in the perturbed case. The
corrections to the angular variables, Hy and Hy, can be
determined from the same system (20) and are presented
in the Appendix.

5. Conclusions

The invariants given by Eqgs. (12) and (24) give
the guiding center orbit in the absence of collisions.
Therefore, they can be used to analyze the prompt
losses of fast ions (the products of fusion reactions
or suprathermal ions produced by wvarious plasma
heating methods), i.e., the losses occuring on the orbital
motion timescales. Moreover, these invariants are the
“natural” variables to use in the drift-kinetic equations,
when the effect of collisions on longer timescales is
being considered. However, there are some limitations
on expressions (12) and (24) which stem from their
perturbative derivation.

First of all, these invariants describe the particle
motion if the particle is not too close to the resonant
drift surfaces, i.e., those drift surfaces, on which the
ratio of the poloidal and toroidal motion frequencies is
rational. This is obvious from the resonant denominators
in Egs. (12) and (24) which vanish at these surfaces.
We mentioned above that a perturbation will alter the
phase space topology in the vicinity of such surfaces,
by creating magnetic islands and the areas of stochastic
motion.

Secondly, one may expect that our expressions will
not work closely to the region of transitioning particles,
where some of those harmonics which we treated
as perturbations begin to affect the orbit topology.
Invariant (24) cannot be used, in particular, in devices
which have no dominant harmonic in their magnetic
field, as almost all particles will be transitioning.
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It is also interesting to compare invariants (12)
and (23) with the earlier invariants (2) and (1). One can
show that the terms with n = 0 in Egs. (12) and (23),
which represent the motion independent of the bounce
phase, approximately correspond to the invariant [3]
and the longitudinal adiabatic invariant, respectively.
From Eq. (12), one can see that these terms usually
dominate in devices with large N = 5 — 10. Indeed, as
n is a multiple of the number of periods, N, and ¢ is
typically less than unity, the denominators of the n # 0
terms are always large in such devices. On the other
hand, in low-N (compact) devices, the contribution of
the terms with n # 0 can be significant. Therefore, the
new expressions allow a more precise description of such
devices. The advantage of invariants (2) and (1) is that
they are valid for all locally trapped and locally passing
particles, including the respective states of transitioning
particles.

Finally, let us discuss the applicability of our
results in areas other than fusion theory. The principal
requirement for their applicability is that the influence of
collisions on particle motion be negligible. This means a
high enough plasma temperature, a low plasma density,
and a sufficiently high energy of particles, to which
our results are applied. These conditions are frequently
fulfilled in space plasmas (as we mentioned earlier,
adiabatic invariants have been used for a long time to
describe the motion of particles in Earth’s radiation
belts). The magnetic fields with a toroidal topology
also occur in space; the structures that erupt from
Sun’s magnetosphere [9] are one example. The invariants
derived in this paper can be used to analyze the influence
of toroidal asymmetry on the particle motion in such
structures. The topology of the magnetic fields in the
radiation belts and magnetospheres of planets and stars
is different (the field lines pass through the central
body, and charged particles are effectively confined in
a magnetic bottle). For this reason, it is impossible
to use the derived invariants directly in these cases,
but the perturbation method presented here could be
applied to derive other invariants, starting with an
axially symmetric magnetic field configuration. One
might expect such invariants to be more precise than
the longitudinal adiabatic invariant (1) for particles with
large orbit width.
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APPENDIX
Temporal evolution of angular variables

For passing particles, the corrections to the angular variables are
given by the following expressions:

a8  9ly 88 v
HY =~y 4 g2 22 g, (D1)
0K 0K 0OY wp
R R 1
N I, v
H¢:—w¢§— oly ﬁ—iBw , (D2)
oK 0K 0OY wp
_ 79 _ 10l . .
where wg = JW and wy = fJW are the motion frequencies,

~ v 2K —puB B wgBy —wyBy
=1

E 2K —2uB B mwy — NWg

o1 Do 01y 0y 9y
oY 0K 0y OK
For trapped partilc'les,
HE — % 71Q 8F§1 &,8}?‘52 %,
oK 0K diy 0K 0Oy
N . 020
— F, —inS L (D3)
OYLOK
HE2 ﬁ - aF%l ﬁ _
dipy Oy dipy
OF¢, OI N . 021
T N Y
Oby Oy 0%y
. d?I. or
+ Fe —im8 =2 4+ L HS (D4)
d*y Oy
where
- dl .~ Of dl oI
§=Q R, St-Fuol . Q=mii-oazl
dy Oy diy Oy
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IHBAPIAHTU PYXY IIBUAKNX IOHIB ¥ CTEJTAPATOPAX

A.B. Tuzud, FO.B. fxosenko
PeszowMme

Orpumano HaOJIMXKEHI BUpa3W I iHBapiaHTIB pyXy 3apsiiKe-
HUX YaCTHHOK IIa3MH Yy CTeJaparTopi I JIBOX BHIIQJKIB: JJIs
MPOIITHUX YACTUHOK Ta [JIsl YaCTHHOK, IO 3aBXK/IW 3aJIUIIAIOTHCS
JIOKAJIbHO 3aXOIJIEHMMHU I'OJIOBHOIO (Dyp’€-rapMOHIKOIO MarHiTHOIO
nons. Ilpu npoMmy Bukopucrano Meron mepersopens JIi y meka-
HOHIYHUX KOOPAMHATAX JJIsI raMiIbTOHOBUX cucrteM. Orpumani in-
BapiaHTU OMHUCYIOTH PyX BEIYyYOrO IEHTPA YaCTHUHKU 3a BiACyTHO-
CTi 3ITKHEHDb 1 MOXKYTBb OyTH BHKOPHCTAHI /1151 3HAXOIKEHHs OpOiT
MIBUJKKUX 10HIB Ta 3amucy ApeiipoBo-KiHETUIHOrO piBHAHHA. 3HA-
JIEHO TaKOXK BUPA3W JIJIsl PYyXy YaCTUHKU IO OPOiTi, 1110 HEOOXiHO
IS aHAJI3Y PE30HAHCIB MIBUAKUX 10HIB 3 XBUJISIMH.
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